Promoting question-asking in school-aged children with autism spectrum disorders: Effectiveness of a robot intervention compared to a human-trainer intervention
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Abstract
Objective: The purpose of the present study was to investigate the effectiveness of an applied behaviour analysis (ABA)-based intervention conducted by a robot compared to an ABA-based intervention conducted by a human trainer in promoting self-initiated questions in children with autism spectrum disorder (ASD).

Methods: Data were collected in a combined crossover multiple baseline design across participants. Six children were randomly assigned to two experimental groups.

Results: Results revealed that the number of self-initiated questions for both experimental groups increased between baseline and the first intervention and was maintained during follow-up. The high number of self-initiated questions during follow-up indicates that both groups maintained this skill.

Conclusions: The interventions conducted by a robot and a human trainer were both effective in promoting self-initiated questions in children with ASD. No conclusion with regard to the differential effectiveness of both interventions could be drawn. Implications of the results and directions for future research are discussed.
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Introduction

Children with autism spectrum disorder (ASD) often have deficits in behaviours concerning the so-called pivotal areas [1]. Koegel et al. [1] conceptualize pivotal areas as areas that, when targeted during an intervention, also lead to improvements in other behaviours. So far, research has focused on five pivotal areas: responding to multiple cues, motivation, self-management, empathy, and self-initiations during social interactions [1–4].

Self-initiatives include, for example, initiations in (meaningful) first words, question asking, child-initiated comments and attention-seeking initiations [5]. Several studies have shown that children with ASD often lack or show deficits in self-initiatives [2, 6, 7]. However, the ability to engage in self-initiatives predicts favourable long-term effects on several other behaviours [1], which could be explained by the fact that self-initiatives result in self-learning [1] and elicit teaching interactions from the child’s environment [8]. Research has shown that self-initiations positively influence the child’s level of expressive and receptive language [9, 10], may increase social communication abilities [2] and lead to increased participation in inclusive education and extra-curricular activities and positive interactions with peers [5]. Therefore, it is important that children with ASD are taught how to engage in self-initiations.

Several studies targeting self-initiated question asking have shown that children with ASD are able to engage in self-initiated question asking [10], and that self-initiated question asking can be generalized to the home situation [6] or the question taught can be generalized into other question forms [8].

Recently, more attention is being given towards developing and validating technology in interventions for children with ASD [11–13], for example, by using speech generating devices during communication interventions [14], computer games [15], virtual
realities [16], and robots [13, 17, 18]. There are several reasons for the use of robots in interventions for children with ASD. First, robots are engaging and motivate children with ASD to interact [18]. Technology is considered intrinsically appealing to children with ASD [19]. Second, robot behaviour is consistent and highly predictable, which is preferred by children with ASD [20, 21]. Third, because children with ASD have difficulties to pay attention to multiple cues during social interactions [1], social interactions with other people can be complex and difficult to understand. A robot is easily able to perform less complex interaction behaviour (i.e., use fewer cues), isolate interaction skills and adapt to the level of complexity of its behaviour [12, 13, 17–20]. Finally, because a robot is able to create a predictable and simple social interaction situation, it reduces the stress and pressure that children with ASD often experience during interactions with humans, which leads to a more enjoyable and effective learning environment [12, 13].

Several studies show promising results of the use of robots in interventions for children with ASD. For example, Dautenhahn and Billard [17] observed that eight children with ASD played imitations games with a humanoid robot and seemed to enjoy the sessions. Feil-Seifer and Matarić [22] found that contingent behaviour of a non-humanoid robot led to an increase in self-initiated social interactions in three children with ASD, both with the robot and with a parent. Duquette et al. [23] investigated the use of a mobile robot to facilitate social interaction behaviours (e.g., shared focused attention and shared conventions) in four 5-year old children with low-functioning autism. Two children were pre-verbal, the other two were non-verbal. The children were assigned to two intervention groups: one group paired with the mobile robot and the other with a human mediator. The authors did not find a significant increase in the social interaction behaviours, but they found that the children paired with the robot showed more shared focused attention than the children paired with the human mediator and engaged in less repetitive or stereotyped behaviour. However, they also showed less imitative behaviour (shared conventions) than the children paired with the human mediator. Robins et al. [24] examined the utility of a humanoid robot to elicit social interaction behaviour in four children with ASD. No group analyzes were performed. Each child showed an increase in the overall duration of social interactions with the robot, but only two children showed an increase in the duration of the measured behaviours (eye gaze, touch, imitation, and proximity). Stanton et al. [25] examined whether a robotic pet elicited social behaviours (e.g., verbal engagement, affection, and reciprocal and authentic interaction) in 11 children with ASD, aged between 5 and 8 years. The results failed to reach statistical significance, but suggested that the children showed more verbal engagement and reciprocal and authentic interaction with the robotic dog.

To conclude, robots might be beneficial in promoting social interaction skills in children with ASD.

Although above studies offer some insight into the effects of robots on social interaction in children with ASD, many questions with regard to the role of robots in autism interventions remain. Diehl et al. [19] reviewed several studies on the application of robots in interventions for children with ASD and concluded that, although the results of the studies are promising, it is difficult to draw firm conclusions based on these studies, because most studies are only exploratory and have methodological limitations. Therefore, Diehl et al. stress the need for empirical studies, such as applied behaviour analysis (ABA), that compare the effectiveness of interventions conducted by robots with other interventions that target social interaction in children with ASD.

The purpose of the present study was to investigate the effectiveness of an ABA-based intervention conducted by a robot compared to an intervention conducted by a human trainer in promoting question-asking in children with ASD. The two research questions were: (a) are an intervention conducted by a robot and an intervention conducted by a human trainer effective in promoting question-asking in children with ASD? and (b) which of these two interventions is more effective in promoting question-asking in children with ASD?

Method

Participants

Six children, who attended a day treatment group or a clinical treatment facility of the Dr Leo Kannerhuis, were selected to participate in this study. The children of the day treatment facility attended this facility for 2 days a week. The children had to meet to following inclusion criteria: (a) a diagnosis of ASD according to the DSM-IV TR [26] criteria, (b) between 8 and 14 years of age, (c) a full-scale IQ above 80 on a standardized intelligence test, (d) not being able to initiate a question after a statement of a trainer, (e) being able to participate during the whole study, and (f) not being anxious about the robot. Informed consent was obtained from the parents of each child. Characteristics of the included children are displayed in Table I.

Table I shows that the ages of the children ranged from 8 years, 9 months to 12 years, 3 months with a mean of 11 years and 5 months. All children were boys. For all children the ASD diagnosis was...
confirmed by their score on the Social Communication Questionnaire (SCQ [27]; Dutch translation [28]). No interpretable full-scale IQ was available for Finn.

**Setting and materials**

For the children of the day treatment group, sessions were conducted in a room of the day treatment facility. For the children of the clinical treatment facility, sessions were conducted in a room at the children’s school. During sessions, the child and the trainer sat at a table.

Several materials were used during sessions. A digital video camera was used to record all sessions. During baseline, intervention with the human trainer and follow-up, several play materials (e.g., LEGO blocks, toy cars, and plastic toy animals), pictures (e.g., pictures of animals and cars) and colouring pictures were used. The children were familiar with those materials.

During intervention sessions with the robot, a NAO robot from Aldebaran Robotics was used. This neutral-coloured robot is 57 cm tall, has 25 mechanical degrees of freedom and is equipped with digital cameras, microphones, speakers and touch sensors. The NAO robot is a humanoid robot; however, it has a “simple” face to prevent confusion or over-stimulation in the children. For the voice of the robot a female pre-recorded voice was used. This was done for two reasons. First, it appears that a pre-recorded human voice is preferred over synthetic speech [29]. Second, a female pre-recorded voice was used to reduce the difference between the robot intervention and the trainer intervention, which was conducted by a female trainer. A remote control designed for the present study was used to control the robot. A visual programming environment, called TiViPE [30], was used for programming the scenarios for the robot [11].

**Design**

A combined crossover multiple baseline design across participants was used to investigate the effectiveness of an intervention conducted by a robot compared with an intervention conducted by a human trainer in promoting self-initiated questions in children with autism. The six children were randomly assigned to two intervention (experimental) groups. The mean age was 11; 4 years for experimental group 1 and 10; 10 years for experimental group 2. The full-scale IQ was 94 for experimental group 1 and 104 for experimental group 2. For experimental group 1, the mean SCQ-score was 24 and for experimental group 2, this score was 29.

**Procedures**

**Introduction of the robot.** Prior to baseline, the robot was introduced to all children who were part of the day treatment group for children and the clinical treatment facility. The introduction of the robot was thus not limited to the children who participated in the present study. The introduction took place during two sessions to ensure that all children were familiar with the robot. During the first session, the children met the robot in their regular group. The robot told the children that it felt sad, because it did not have a name. The children were then asked to think about a name for the robot together with the staff members. During this session, the staff members made clear that the children are only allowed to look at the robot. During the second session, the children met the robot again. This time the robot told the children its name and the children were thanked for their help.

**Baseline 1.** Baseline conditions consisted of three to five individual 10-min sessions. The children were trained by two child psychologists and one child psychologist in training. At the beginning of each session, the trainer told the child that he will practice question asking. The trainer then provided the child with four opportunities to ask a question by making a statement (e.g., “I have done something nice yesterday”). The child was not prompted to respond, but if he asked a correct question (i.e., a syntactically correct question), the trainer responded accordingly. If the child asked a question that implied an action,
the trainer carried out this action. If the child asked another correct question, the trainer verbally responded to this question. If the child did not respond within 7 s, the trainer said “Maybe some other time” and made the next statement, or ended the session if four statements were made.

**Intervention phases.** All six children received two interventions: one intervention conducted by the robot and one intervention conducted by the human trainer. These interventions were conducted in a different order for both groups of children. Each intervention consisted of four individual sessions and each intervention session took 10 min.

At the beginning of each intervention session with the robot, the trainer told the child that the robot will practice question asking with him. The robot was standing on the table within the child’s sight, but out of his reach. During each session, the robot provided the child with four opportunities to engage in asking questions by following a statement-question-action sequence. During the first statement-question-action sequence, the robot first greeted the child and attracted the child’s attention by saying “I want to tell you something.” During the other statement-question-action sequences, the robot only attracted the child’s attention. The robot then made a statement (e.g., “I can do a cool dance”). Next, the child was provided with an opportunity to engage in self-initiation by asking a question (e.g., “Could I see your dance?”). If the child asked a correct question (i.e., a syntactically correct question) within 7 s that implied carrying out an action, the robot subsequently performed its action (e.g., dancing). This was counted as a self-initiated question. When the robot had performed its action, it said “How nice that you’ve asked me something. This was it!” to complete the statement-question-action sequence during the first, second, and third statement-question-action sequence. During the last statement-question-action sequence, the robot said “How nice that you’ve asked me something. This was it! Till next time!”

The child could also ask a correct question that did not imply carrying out an action (e.g., “What kind of dance?”). The trainer paused the robot in that case and verbally answered the child’s question by partly repeating the robot’s statement (e.g., “A cool dance”). The trainer then provided the child with another 7 s to engage in a self-initiation by asking a question. If the child then asked a correct question that implied carrying out an action, the robot performed its action. If the child did not respond correctly or asked another question that did not imply carrying out an action, he was prompted (see below).

It was also possible that the child indicated that he is not interested in the robot’s action (e.g., by saying “I don’t want to see it”). This was counted as an incorrect response. If the child indicated that he is not interested, the robot did not perform his action, but it responded by saying “It is good that you said that. Maybe some other time.” The statement-question-action sequence ended here.

If the child did not ask a syntactically correct question that implied carrying out an action within 7 s, he was prompted to respond following a least to most prompt hierarchy (increasing assistance). First, the robot used an open-question-prompt in which the robot asked the child “What could you ask me now?” If the child did not respond correctly within 7 s (i.e., no response, an incorrect response or by asking another question that does not imply an action), a waiting-prompt was used, in which the robot made a “waiting gesture.” If the child did not respond correctly within 7 s, a tell-prompt was used, in which the robot told the child how he could respond by saying “You could ask me if you can see my dance.” If the child did not respond correctly within 7 s, a fill-in-prompt was used, in which the robot said a part of the correct response by saying “Can I see...”, for example. If the child did not respond correctly within 7 s, the robot said “Maybe some other time.” The state-question-action sequence ended here. However, if the child responded correctly (i.e., by asking a question that implicates an action) to one of these prompts, the robot performed his action (e.g., by dancing). When the robot has performed its action, it said “How nice that you’ve asked me this. Well, this was it! Bye!” to end the statement-question-action sequence. The procedures for the robot intervention and the prompt hierarchy are provided in Figure 1.

During the intervention sessions with the human trainer, the trainer told the child that he is going to practice question asking. The trainer then provided the children with four opportunities to engage in self-initiated questions by following exactly the same procedures (including the use of increasing assistance) as during the intervention with the robot.

**Baseline 2.** The second baseline consisted of four individual sessions. The procedures for baseline 2 were identical to the procedures for baseline 1.

**Follow-up.** Follow-up data were collected two weeks after the last intervention session. The follow-up consisted of four sessions. The procedures for the follow-up sessions were identical to the procedures for the first baseline.

**Data collection**

All 10-min baseline, intervention and follow-up sessions were recorded using a video camera. The
videos were observed in a randomized order when data-collection was completed.

The videos of the sessions were recorded by the researcher using an event-recording system [31]. The following behaviours were recorded: (a) the robot/trainer makes a statement, (b) the child asks a syntactically correct question that implies carrying out an action (i.e., a self-initiated question), (c) the human trainer reinforces the self-initiated question by carrying out the action, (d) the robot reinforces the self-initiated question by carrying out the action, (e) the child asks a syntactically correct question that does not imply carrying out an action, (f) the human trainer verbally answers the syntactically correct
question that does not imply carrying out an action, (g) the child does not respond or responds incorrectly, (h) an open-question-prompt is used, (i) a waiting-prompt is used, (j) a tell-prompt is used, and (k) a fill-in-prompt is used.

**Inter-observer agreement and treatment integrity**

Inter-observer agreement was calculated for 33% of the sessions (approximately evenly distributed across children and phases) and was determined by comparing the data of both observers on a behaviour-by-behaviour basis. Kappa coefficient [32] and prevalence-adjusted and bias-adjusted kappa (PABAK) [33] were calculated to determine inter-observer agreement. Kappa coefficient across children and behaviours varied between 0.78 and 1.00, with a mean of 0.97 (SD = 0.05). PABAK across children and behaviours varied between 0.94 and 1.00, with a mean of 0.99 (SD = 0.02), indicating excellent inter-observer agreement [34]. Kappa coefficients and PABAK for the separate behaviour categories are presented in Tables II and III.

Data on treatment integrity were collected to check if the procedures were implemented correctly. Treatment integrity was measured during 33% of the sessions for each child. Treatment integrity varied between 88% and 100%, with a mean of 99% (SD = 3.14) across children and phases. Level of treatment integrity did not vary between robot intervention and trainer intervention. A second observer collected data on treatment integrity during 10% of the sessions that were observed for treatment integrity. Kappa coefficient for inter-observer agreement on treatment integrity varied between 0.67 and 1.00, with a mean of 0.86 (SD = 0.14).

**Data-analysis**

Data-analysis first involved visual inspection and the calculation of the mean number of self-initiated questions for both experimental groups during each phase with the corresponding standard deviations. Second, the increase in the number of self-initiations during phases was determined by calculating \( \text{Tau}_{novlap} \) [35]. \( \text{Tau}_{novlap} \) is an effect size for single-case research that examines data non-overlap between phases. \( \text{Tau}_{novlap} \) indicates the proportion of all data pairs that improve over time [36]. \( \text{Tau}_{novlap} \) and the corresponding standard deviation and \( p \)-value were calculated for each phase-contrast for each participant. Using WinPepi software [37], the overall \( \text{Tau}_{novlap} \) and the corresponding standard deviation and \( p \)-value was calculated.

**Results**

**Experimental group 1: Robot-trainer sequence**

Figure 2 shows the number of self-initiated questions by Andy, Bryan, and Colin across phases (i.e., the number of syntactically correct questions that implied carrying out an action). Table IV presents the mean number of self-initiated questions during each phase and the corresponding standard deviations. During baseline 1, the number of self-initiated questions (out of a maximum of 4) was relatively low \((M = 1.17, \ SD = 1.40)\). Colin, however, showed an increase in the number of self-initiated questions during the robot intervention to a mean of 3.92 (SD = 0.29). Visual inspection shows no overlap in data points between baseline 1 and the robot intervention. The values of \( \text{Tau}_{novlap} \) for the individual children are provided in Table V, showing a significant increase for all three children \((p < 0.02)\). The corresponding overall value of
Taunovlap is 1.00 (SE = 0.17; 90% confidence interval: 0.73–1.00). As shown in Figure 2 and Table IV, the number of self-initiated questions remained at a high level during the second baseline for all three children (M = 3.17, SD = 1.27). The mean number of self-initiated questions did not increase during the trainer intervention (M = 3.83, SD = 0.39). During follow-up, the number of self-initiated questions remained at a high level (M = 3.75, SD = 0.62), showing that the self-initiations were maintained.

As shown in Figure 2 and Table IV, the number of self-initiated questions increased between baseline 1 and follow-up. The corresponding overall value of Taunovlap is 1.00 (SE = 0.24; 90% confidence interval: 0.61–1.00), indicating that the number of self-initiated questions increased during the interventions conducted by a robot and a human trainer. The values of Taunovlap for the individual children are provided in Table V, showing a significant increase for all three children (p < 0.02).

Table IV. Mean number of self-initiated questions during each phase and corresponding standard deviations for experimental group 1.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline 1</td>
<td>1.17</td>
<td>1.403</td>
</tr>
<tr>
<td>Robot intervention</td>
<td>3.92</td>
<td>0.289</td>
</tr>
<tr>
<td>Baseline 2</td>
<td>3.17</td>
<td>1.267</td>
</tr>
<tr>
<td>Trainer intervention</td>
<td>3.83</td>
<td>0.389</td>
</tr>
<tr>
<td>Follow-up</td>
<td>3.75</td>
<td>0.622</td>
</tr>
</tbody>
</table>

Experimental group 2: trainer-robot sequence

Figure 3 shows the number of self-initiated questions by Dean, Edward, and Finn across phases. Table VI presents the mean number of self-initiated questions during each phase and the corresponding standard deviations. The number of self-initiated questions was generally low during baseline 1 (M = 0.25, SD = 0.62). However, Dean’s data show a positive trend during baseline 1. The number of self-initiated questions increased during the trainer intervention (M = 3.92, SD = 0.29). Visual inspection shows no overlap in data points between baseline 1 and the trainer intervention. The values of Taunovlap for the individual children are provided in Table VII, indicating a significant increase for all three children (p < 0.02). The corresponding overall value of Taunovlap is 1.00 (SE = 0.11; 90% confidence interval: 0.81–1.00). Figure 3 and Table VII both show that the number of self-initiated questions generally remained at a high level during baseline 2 (M = 3.33, SD = 1.23). Therefore, the number of self-initiated questions could hardly increase during the robot intervention (M = 3.75, SD = 0.62). During follow-
up the number of self-initiated questions remained at a high level ($M = 3.92$, $SD = 0.29$), showing that the self-initiations were maintained.

As shown in Figure 3 and Table VI, the number of self-initiated questions increased between baseline 1 and follow-up. The values of $\tau_{novlap}$ for the individual children are provided in Table VII, indicating a significant increase for all children of experimental group 2 ($p < 0.02$). The corresponding overall value of $\tau_{novlap}$ is 1.00 ($SE = 0.13$; 90% confidence interval: 0.78–1.00), indicating that the number of self-initiated questions increased during the interventions conducted by a human trainer and a robot.

**Comparison of experimental groups**

To investigate which of the two interventions, namely the robot intervention or human trainer intervention, was more effective in promoting self-initiated question asking, only the increase in the mean number of self-initiated questions during the first intervention phase of both experimental groups was compared. Because the number of self-initiated questions remained high during the second baseline for both experimental groups, the mean number of self-initiated questions could only hardly increase during the second intervention (i.e., failure to return to baseline).

The experimental groups differed with regard to the number of self-initiated questions during baseline 1: the children of experimental group 1 engaged in more self-initiated questions ($M = 1.17$) than the children of experimental group 2 ($M = 0.25$). During the first intervention, both experimental groups engaged in an equal number of self-initiated questions ($M = 3.92$).

<table>
<thead>
<tr>
<th>Child</th>
<th>$\tau_{novlap}$</th>
<th>SD</th>
<th>$p$</th>
<th>$\tau_{novlap}$</th>
<th>SD</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andy</td>
<td>1.00</td>
<td>0.45</td>
<td>0.02*</td>
<td>1.00</td>
<td>0.45</td>
<td>0.02*</td>
</tr>
<tr>
<td>Bryan</td>
<td>1.00</td>
<td>0.41</td>
<td>0.01**</td>
<td>1.00</td>
<td>0.40</td>
<td>0.01**</td>
</tr>
<tr>
<td>Collin</td>
<td>1.00</td>
<td>0.37</td>
<td>0.01**</td>
<td>1.00</td>
<td>0.37</td>
<td>0.01**</td>
</tr>
</tbody>
</table>

Notes: *Significant at $\alpha = 0.05$.
**Significant at $\alpha = 0.01$.

Figure 3 Number of self-initiated questions experimental group 2.
Discussion

The purpose of the present study was to investigate the effectiveness of an ABA-based intervention conducted by a robot and the effectiveness of the same ABA-based intervention conducted by a human trainer in promoting self-initiated questions in children with ASD.

For both experimental groups, the number of self-initiated questions increased significantly between the first baseline and the first intervention, indicating that the interventions conducted by a robot and a human trainer were both effective in promoting self-initiated questions in children with ASD. Although the increased number of self-initiated questions during the first intervention was larger for the experimental group that first received the human trainer intervention, it cannot be concluded that the human trainer intervention was more effective than the robot intervention. Since the group that first received the robot intervention engaged in more self-initiated questions during the first baseline and both experimental groups performed near the maximum level during the first intervention, the number of self-initiated questions of the group that first received the robot intervention could increase less. Therefore, no conclusions with regard to the differential effectiveness of both interventions can be drawn. The high number of self-initiated questions during follow-up indicates that both experimental groups maintained this skill.

The intervention conducted by a human trainer was effective in promoting self-initiated questions in children with ASD. This result is in line with the results of several other studies that targeted self-initiations (i.e., question asking) during human trainer interventions based on ABA [6, 8, 10]. However, the intervention conducted by a robot was also effective in promoting self-initiated questions in children with ASD. Until now, no studies have been published in which a robot and a human trainer both conducted the same intervention and in which both interventions led to an increase in the target behaviour. Only Duquette et al. [23] compared a condition with a robot to a condition with a human mediator, but their results were mixed. First, there was no significant increase in the social interaction skills of the children, when comparing pre- and post-intervention measures, suggesting that none of the conditions was effective in promoting social interaction skills. Second, when comparing both conditions, the children paired with the robot showed more shared focused attention and less repetitive or stereotyped problem behaviour, but they also showed less imitative behaviour than the children paired with human mediator. Although the results of Duquette et al.’s study should be interpreted with caution, several factors may have accounted for the mixed results when compared to findings of the present study. First, the children in the study by Duquette et al. were low-functioning (i.e., a deficit in imitation and a severe delay in receptive and expressive language), whereas the children in the present study had a full-scale IQ of at least 80. In general, children with lower IQ-scores show lower abilities and less improvement during interventions in various behaviours than children with higher IQ-scores [38–40]. Second, the robot used in the Duquette et al. study had limited physical abilities compared to the robot used in the present study and lacked reciprocity, which could explain the low number of imitative behaviours [41]. Third, the procedures of Duquette et al. were not explicitly based on evidence based intervention principles, like components of ABA.

Several systematic reviews have provided criteria to evaluate the certainty of evidence for a study [see e.g. 42–45]. Studies have to meet to following five criteria to be classified as “conclusive”: (1) the study used an experimental design (e.g., a group design

<table>
<thead>
<tr>
<th>Phase</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline 1</td>
<td>0.25</td>
<td>0.622</td>
</tr>
<tr>
<td>Trainer intervention</td>
<td>3.92</td>
<td>0.289</td>
</tr>
<tr>
<td>Baseline 2</td>
<td>3.33</td>
<td>1.231</td>
</tr>
<tr>
<td>Robot intervention</td>
<td>3.75</td>
<td>0.622</td>
</tr>
<tr>
<td>Follow-up</td>
<td>3.92</td>
<td>0.289</td>
</tr>
</tbody>
</table>

Table VII. Individual values of Tau_{novlap} for the children of experimental group 2.

<table>
<thead>
<tr>
<th>Child</th>
<th>Tau_{novlap}</th>
<th>SD</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dean</td>
<td>1.00</td>
<td>0.43</td>
<td>0.02*</td>
</tr>
<tr>
<td>Edward</td>
<td>1.00</td>
<td>0.38</td>
<td>0.01**</td>
</tr>
<tr>
<td>Finn</td>
<td>1.00</td>
<td>0.37</td>
<td>0.01**</td>
</tr>
</tbody>
</table>

Notes: *Significant at α = 0.05. **Significant at α = 0.01.
with random assignment, an ABAB design or a multiple baseline design), (2) adequate inter-observer agreement and treatment integrity were reported (i.e., measured during a minimum of 20% of the sessions with at least 80% agreement and treatment integrity), (3) operational definitions for dependent variables were provided, (4) sufficient details for replication were provided and (5) the study’s design provided at least some control for alternative explanations for increases in the target behaviour (e.g., a multiple baseline design across participants in which the start of interventions was staggered and simultaneous interventions targeting the same behaviour were held constant [44]. The present study meets all of these criteria. First, an experimental design was used (i.e., a combined crossover multiple baseline design across participants with random assignment to experimental groups). Second, inter-observer agreement and treatment integrity were adequate (i.e., the mean overall kappa coefficient and PABAK for inter-observer agreement were 0.97, respectively, 0.99 and treatment integrity was 99%). Third, an operational definition of a self-initiated question was provided (i.e., the child asks a syntactically correct question that implies carrying out an action). Fourth, participant characteristics, setting, materials, procedures and data-collection were described in detail to enable replication. Fifth, the design of the present study controlled for alternative explanations. Therefore, the present study is the first study that measured children’s behaviour during a robot intervention and that found evidence for the effectiveness of a robot intervention.

However, this study also has several limitations. First, the sample size was small and the children in the two experimental groups were not matched on age, IQ and social communication skills. Second, the data lacked variance, because the number of opportunities to engage in a self-initiated question was rather small, which restricted the possibilities for discriminating across phases and participants. Drawing a conclusion with regard to the differential effectiveness of the robot and human trainer was therefore impossible. Third, the programmed robot behaviours were rather limited, which made it difficult to adapt the robot’s behaviour to the preferences and abilities of the children. Fourth, social validity was not assessed. Social validity is an important feature of intervention studies, as it indicates whether the goals, procedures and effects of an intervention are seen as desirable by children, parents, and practitioners. Socially invalid and unaccepted interventions are unlikely to be implemented [31, 46, 47].

There are several important directions for future research. First, there is a need for more rigorous studies that compare the differential effectiveness of interventions conducted by a robot and a human trainer for various target behaviours. Second, robots should be programmed in such a way that they are better able to respond to the children’s behaviours and that their behaviours could be easily adapted to the children’s individual preferences and abilities. Third, future studies should be conducted with younger children and children with lower verbal abilities to investigate whether these children could also benefit from the robot interventions targeting self-initiations. This would broaden the clinical application of robots. Fourth, robot interventions should also target other social interaction skills (e.g., imitation, initiating, and maintaining conversations, offering help and cooperation). Furthermore, robots should be deployed as mediators by mediating the social interaction between the child with ASD and his or her parents or peers [13]. Finally, the social validity of interventions conducted by robots should be systematically assessed. Although a robot intervention might be effective in promoting certain target behaviour, the intervention will not be implemented in clinical practice if the children with ASD are not enjoying the sessions with the robot and parents and practitioners do not consider a robot as desirable agent to conduct an intervention.

Nevertheless, this study demonstrates that both an intervention conducted by a robot and an intervention conducted by a human trainer is effective in promoting self-initiated questions in children with ASD. The findings in this study provide support for using robots in interventions for children with ASD. However, a human trainer is still needed to control the robot. The clinical application of a robot, in e.g. practicing skills with the robot outside the training, is therefore still limited. Future research should reveal whether robot interventions are more or less effective than interventions conducted by human trainers and whether these interventions are socially valid.
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